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ABSTRACT

Dynamic creating of objects and processes as one of the widely used techniques for developing models does not support by the majority of model checking tools. In addition, although there exist few model checking tools which support dynamic creation of model elements, e.g., Spin, they do not provide a property language for presenting the behavioral specifications of dynamically created elements. In this paper, we address this shortage and provide proper support for the model checking of object-based models which contain dynamic object creation. To this aim, we propose LeeTL, a new temporal logic that supports quantifications over model objects. Using LeeTL, it is also possible to traverse objects to access the variables of the objects for defining property formulas. We propose an algorithm for transforming LeeTL formulas to Büchi automata to be able to use the existing model checking tools which support Büchi automata.
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1 INTRODUCTION

Model checking [2] has been successfully applied to high level modeling languages (e.g., Promela [10], Rebeca [16]) and programming languages (e.g., JPF [8], Erlang [1]). However, there is limited support for model checking of systems with dynamically created elements (processes, actors, etc.). The problem with model checking of such systems is usually with the property specification language which must support referring to dynamically created elements as well as quantification over sets of such elements. An example would be: at every state during the computation, if there is an instance of process P with its local variable i set to one, eventually, all instances of process Q will have their local variables j set to zero. The widely used temporal logics for model checking, like Linear Temporal Logic (LTL) and Computational Tree Logic (CTL) [2], do not provide any means for specifying this type of properties.

There are some attempts for extending temporal logics to support analysis of these systems. As one of successful attempts to this aim, Bandera Specification Language (BSL) [3] is proposed for the model checking of Java programs. BSL provides a mechanism for defining universal quantifications over instances of classes. This was deemed necessary by the authors of BSL, since, objects are created dynamically in Java programs. Java programs also can benefit from JPF for model checking [9] of their dynamic behaviors. Claudia et. al. in [4] did the same for the model checking of object oriented models which are developed in Promela. In case of Erlang, although dynamic creation of elements (as the key feature in Erlang programs) is supported by McErlang [9], there is no formalism for specifying properties which address dynamically created elements of programs.

In this paper, we propose Linear entity-enumerating Temporal Logic (LeeTL) as an extension of LTL for specifying properties of object-based systems with dynamic object creation (Section 3). We also show how the LTL model checking algorithm can be adapted for model checking of LeeTL formulas using a transformation to an extension of Büchi automata (Section 4). To this end, we define a semantic framework for the high level modeling languages which can be model checked against LeeTL formulas. This way, the applicability of the proposed algorithm covers a wide range of object-based modeling and programming languages (Section 2).

To illustrate the applicability of this approach, we have used it for model checking of the actor based modeling language, Rebeca [14] (Section 6). The case studies carried out demonstrate the usefulness of the proposed logic to analyze class-based languages with dynamic object creation.

2 LEE TL COMPATIBILITY SEMANTIC FRAMEWORK (LCSF)

Prior to proceeding to the presentation of the formal syntax and the semantics of LeeTL, we introduce LeeTL Compatibility Semantic Framework (LCSF) which is a semantic framework used to describe...
the semantics of class-based modeling languages, offering the primitives needed for LeeTL model checking. In the following, we refer to the dynamically created elements in the language as ‘objects’. But in general, the method is not limited to the object-oriented modeling style and the notions of ‘class’ and ‘object’ can be replaced by ‘process type’ and ‘process’ (encapsulating local variables).

To use LCSF, the language designer must specify the operational semantics of the language in terms of labeled transition systems, and provide four other elements to enable LeeTL model checking. We first describe the labeled transition system (LTS) notation (borrowed from [2]).

For a given model, its underlying LTS is denoted by \( TS = (S, s_0, Act, \rightarrow, AP, L) \) where \( S \) is the set of states, \( s_0 \) is the initial state, \( Act \) is the set of action, and \( \rightarrow \) is the transition relation. \( AP \) is the set of atomic propositions and \( L : S \rightarrow 2^{AP} \) is a labeling function associating labels with the states. Note that the interpretation of states, actions, and transitions are determined by the language semantics and is out of scope of LCSF. The set of atomic proposition may include dotted expressions defined as follows.

In a language with dynamically created objects, the object identifiers are not known statically, hence the only way to refer to an object is to navigate through the references among the objects. As common in the programming languages, the expression mathClass.teacher.age refers to the age of the teacher of the math class object (whose ID is known statically). If the language supports arrays of object references, more complex expressions may be formed, e.g., mathClass.student[i].grade. Since our method is language independent, we assume the language designer specifies the set of all syntactically valid dotted expressions in a model, denoted by \( DExpr \). Furthermore, since these expressions are to be used in atomic propositions, a function \( eval : DExpr \times S \rightarrow Val \) must be provided to evaluate a given dotted expression in a given state. The result may be an object or a primitive value, or a collection of objects. The set \( Val \) includes all possible values of the mentioned types.

With the above definitions, we can use dotted expressions in atomic propositions. For example, we can have \( p = \text{person}1.age < \text{person}2.age \) as an atomic proposition in \( AP \). Then, \( p \in L(s) \) if and only if \( \text{eval(person}1.age, s) < \text{eval(person}2.age, s) \).

Additionally, we assume that the set of all class identifiers is denoted by \( CID \) and the set of all object identifiers is denoted by \( OID \). Note that, objects may be removed during a transition from one state to its successors. We assume that once an object is removed from the model in a state, there is no object with the same id in the successor states of that state.

This way, to enable LeeTL model checking, one must provide the semantics of a model in LCSF as the tuple \( (TS, CID, OID, DExpr, eval) \) according to the modeling language semantics.

3 LeeTL

Temporal logics, including LTL and CTL, are effectively used for specifying the desired properties of object-based models with static configuration. Atomic propositions of these properties, as the primitive building blocks of temporal logic formulas, are defined using identifiers of objects. In case of systems with dynamically created objects, this approach does not work, as the number of objects and their identifiers cannot be specified prior to the execution of the model. In this section, we propose LeeTL as a property language which considers the requirements of systems with dynamically created objects.

3.1 Syntax of LeeTL

LeeTL formulas over the set \( AP \) of atomic propositions are formed according to the following grammar:

\[
\varphi ::= \text{true} \mid a \mid \neg \varphi \mid \bigcirc \varphi \mid \varphi_1 \land \varphi_2 \mid \varphi_1 \lor \varphi_2 \mid \varphi_1 \lor \varphi_2
\]

\[
\forall v \in DExpr \cdot \varphi \mid \exists v \in DExpr \cdot \varphi
\]

\[
DExpr ::= ID \cdot DExpr \mid ID
\]

where \( a \in AP \). As mentioned before, LeeTL is an extension of LTL which is enriched by two binding terms \( \forall v \in DExpr \cdot \varphi \) and \( \exists v \in DExpr \cdot \varphi \) which binds all occurrences of \( v \) in \( \varphi \). An LeeTL formula in which all occurrences of all variables are bound is a closed LeeTL formula. We only consider closed formulas in this paper. For the sake of simplicity, we also assume that in a nested LeeTL formula, the variables of quantifications are identical. In addition, even though the syntax above allows variables and dotted expressions to be given to predicates as parameters, the semantics of LeeTL (given in Section 3.2) ensures that only members of \( Val \) are actually input to predicates. In other words, in the specification of a predicate, it is not necessary to account for variables and dotted-expressions.

3.2 Semantics of LeeTL

LeeTL formulas as extensions of LTL formulas, stand for properties of paths. This means that a path can either fulfill a LeeTL formula or not. In a given transition system \( TS_M = (S_M, S_{M0}, Act_M, \rightarrow_M, AP_M, L_M) \) a path is defined as an infinite sequence of states \( s_0, s_1, s_2, \cdots \) where \( s_i = \rightarrow_M s_i \). The semantics of a LeeTL formula is defined by the binary relation \( \models \) (satisfies), which maps a path (of a model) to a LeeTL formula. Assuming \( \pi = (s_{M0}, s_{M1}, s_{M2}, \cdots) \) is a path, the following set of rules defines \( \models \) relation. Note that in the following rules we use \( \pi_i \) to address sub-path \( (s_{M_i}, s_{M_{i+1}}, s_{M_{i+2}}, \cdots) \) and \( AP(s_M) \) to address the set of atomic propositions which are assigned to the state \( s_M \).

- \( \pi \models a \leftrightarrow a \in AP(s_{M0}) \)
- \( \pi \models \neg \varphi \leftrightarrow \neg (\pi \models \varphi) \)
- \( \pi \models \varphi_1 \land \varphi_2 \leftrightarrow \pi \models \varphi_1 \land \pi \models \varphi_2 \)
- \( \pi \models \bigcirc \varphi \leftrightarrow \pi \models \varphi \)
- \( \pi \models \varphi_1 \lor \varphi_2 \leftrightarrow \exists j : j \in 0 \ldots n i \models \varphi_j \land \forall i < j, \pi_i \models \varphi_i \)
- \( \pi \models \forall v \in DExpr \cdot \varphi \leftrightarrow \forall v \in eval(DExpr, s_{M0}) \cdot \pi \models \varphi(OID/v) \)
- \( \pi \models \exists v \in DExpr \cdot \varphi \leftrightarrow \exists v \in eval(DExpr, s_{M0}) \cdot \pi \models \varphi(OID/v) \)

In the last two items, the expression \( \varphi(OID/v) \) denotes a copy of \( \varphi \) in which all of the occurrences of the variable \( v \) are replaced by \( OID \).

Having the syntax and semantics of LeeTL, we can define additional equivalences and operators such as \( true \equiv \varphi \lor \neg \varphi, false \equiv \varphi \lor \neg \varphi \).
with respect to the current states of models), except for the initial
states of both of the initial states are computed then the successor
states of a UTGBA can be created lazily (i.e. not be generated without taking state spaces into account).

To overcome this difficulty, our approach works in an on-demand and on-the-fly fashion (described in Section 4.1.2). In our approach, all the states and transitions of UTGBAs are generated lazily (i.e. with respect to the current states of models), except for the initial state. Starting from the initial state of a UTGBA and a state space, production of the initial states are computed then the successor states of both of the initial states are generated. The production of the successor states is performed the same as the initial states.

This way, all of the reachable states of a UTGBA can be created according to the states of its corresponding model.

4 Preliminaries

4.1 UTGBA. A UTGBA is a kind of Büchi automaton that its acceptance condition is defined based on its transitions. Formally, a UTGBA is a tuple $\text{utgba} = (S, s_0, Act, \rightarrow, U)$ where:

- $S$ is a set of states,
- $s_0 \in S$ is the initial state,
- $Act$ is a set of action labels (defined in an application-specific manner),
- $\rightarrow \subseteq S \times 2^{Act} \times S$ is a transition relation,
- $U \subseteq 2^S$ is a set of unaccepting transitions.

An execution $e = (s_0, w_1, \cdots)$ of $\text{utgba}$ is an infinite sequence over alphabet $\rightarrow$. The execution $e$ is accepting if and only if for each $u \in U$, infinitely often there is $j \in \mathbb{N}$ such that $w_j \neq u$. Subsequently, a path $\pi = (s_0, s_1, \cdots)$ over alphabet $S$ is accepted by $\text{utgba}$ if and only if there exists an accepting execution $e = (s_0, l_0, s_1, (s_1, l_1, s_2), \cdots)$ in $\text{utgba}$.

4.1.2 Styles, Entities, and Assumptions. First of all, for sake of simplicity, the proposed algorithms of this section are presented in the object-oriented style: objects with local data variables (i.e. fields) are used. Also, methods may be invoked on objects, in the conventional sense. Additionally, in order to reduce the visual clutter in the pseudo-code, we prefix local variables of objects with "@" character (thus, @var is the short form this.var as used in typical object oriented languages), and prefix the global variables in the algorithm using "#" character.

Many entities, such as transitions, are conveniently treated as objects in the algorithm. However, we will only focus on two key object types, namely UbaState and UbaQuantifierState. UbaState represents normal UTGBA states, and contains the following local variables:

- $\text{unexpandedSuccessor}$ an unprocessed UbaState that acts as a temporary placeholder for the actual successors of this state (which may not have yet been calculated.)
- $\text{transitions}$ the set of outgoing transitions of this UbaState
- $\text{toBeDone}$ the set of formulas that must hold at this state, but are yet to be processed
- $\text{next}$ the set of formulas that must hold at all successors of this state
- $\text{literals}$ the set of literals that must hold at this state
- $\text{quantifiers}$ the set of formulas encountered in the processing of this state whose root operators are LeeTL quantifier operators
- $\text{untilsToSatisfy}$ the set of formulas encountered in the processing of this state whose root operators are $U$ operators
- $\text{rightsOfUs}$ the set of formulas encountered in the processing of this state that are the right operands of $U$ operators
- $\text{processed}$ the set of formulas encountered in the processing of this state, used solely in our proof of correctness, and thus removable

Objects of type UbaQuantifierState are corresponding to the on-demand rewriting of LeeTL quantifier operations into normal LTL operations. Except for the $\text{unexpandedSuccessor}$ and $\text{transitions}$ fields, UbaQuantifierState contains all of the local variables of UbaState, in addition to the following:

- $\text{activeQuantifier}$ the quantification operation formula that this state is responsible for rewriting.

We also assume that there are two global sets $\#\text{storedStates}$ and $\#\text{storedQuantifierStates}$ which store all processed UbaStates and all finalized UbaQuantifierStates, respectively. Both sets, are initially empty and they are used to prevent the generation of duplicate states. This helps reducing the size of the generated UTGBAs.

For a given LeeTL formula $\varphi$, the initial UbaState $s_0$ is generated and $s_0, next$ is set to $\{\varphi\}$ and $s_0$ is added to $\#\text{storedStates}$. Then, the production of the UbaState $s_0$ to the initial state of the state space can be computer. Starting from $s_0$, all of the states of the UTGBA which correspond to $\varphi$ must be created using $\text{expand}$ method, as described below.

4.2 Expand Method of UbaQuantifierStates

Expand method of UbaQuantifierStates is implemented by rewriting the active quantifier of the state into a form that does not use the active quantifier. This rewriting is performed according to the semantics of LeeTL: if the active quantifier is a universal quantifier, then the rewritten version is a conjunction of formulas, unless the
set of involved objects is empty, in which case, the rewritten version is simply “true”.

Similarly, the rewritten version of a existential quantifier is either a disjunction of formulas, or simply false in case the set of involved objects is empty.

As a result, a UbaState state is generated that the values of its state variables are the same as that of the UbaQuantifierState and the value of its toBeDone variable is set to the rewritten formula. This state is returned as the result of invoking the expand method.

4.3 Expand Method of UbaState

The expand method, takes one formula out of @toBeDone at a time and processes it, until @toBeDone is empty, at which point the finalization stage of the state begins. The following two subsections describe how formulas in @toBeDone are processed, and how a fully processed UbaState is finalized.

Listing 1: The expand method, used by UbaState

```csharp
1 method expand(modelstate, outputTrans [default=∅]) {
2   if (@toBeDone == ∅) {
3     finalize(modelstate, outputTrans)
4   } else {
5     processAFormula(modelstate, outputTrans)
6   }
}
```

Because of the on-the-fly nature of the proposed transformation approach, when a UbaState s is created, fully processed, finalized, and added to #storedStates, its set of outgoing transitions is still not calculated. In which case, a transition to an unprocessed UbaState (which is not in #storedStates) is used as a temporary placeholder for future outwards transitions of s. This, unprocessed state is called the unexpanded successor of u. When the transitions method is invoked on u for the first time, the processing of the unexpanded successor is triggered by invoking the expand method on it. The result of the expansion of the unexpanded successor is the set of outgoing transitions of u, which u will store and simply return in response to future invocations of the transitions method.

In order to process a formula φ from @toBeDone, as previously mentioned, we will first remove it from @toBeDone. Then φ is added to @processed, since it will soon be processed. At the next step, if φ is found to be the right operand of any Until modality encountered in the algorithm, then φ needs to be added to @rightsOfUntils. This is necessary, since, as will be shown later, in the finalization stage, the @rightsOfUntils and @untilsToSatisfy fields are used in the calculation of unaccepting sets.

How φ is further processed depends on whether it is simply a literal or not, and if not, on the root operator of the formula: If φ is a literal, it is simply added to @literals, and the processing of φ is finished. Otherwise, if φ = ¬µ, then it is enough to add µ to @next. Similarly, if the root operator of φ is quantification, φ is just added to @quantifiers.

In case φ = µ ∨ ψ, both µ and ψ are added to @toBeDone for further processing. In all of the above cases, we will next re-invoke the expand method on this state, so that either another formula will be processed, or the finalization stage will be entered.

The case when φ = µ ∨ ψ is a bit more involved: this UbaState is split into two. Each split is identical to this state. We add µ to the toBeDone of one split, while ψ is added to the toBeDone of the other. Next, the expand method is called on both splits, the result of each of which is a set of transitions. The union of the two sets is returned by this UbaState as the result of the expansion.

If φ = µUψ, first, φ is added to @untilsToSatisfy. Then, φ is rewritten as ψ ∨ (µ ∧ Op) and simply added to @toBeDone. If, on the other hand, φ = ¬µψ, it will be enough to rewrite it as (ψ ∧ Op) ∨ (µ ∧ ψ) and add the rewritten version to @toBeDone. The pseudo code of this algorithm is depicted in Listing 2.

Listing 2: The processAFormula method, used for UbaStates

```csharp
1 method processAFormula(modelstate, outputTrans) {
2   φ = take a formula from @toBeDone
3   @toBeDone = @toBeDone \ {φ}
4   @processed = @processed ∪ {φ}
5   if (φ is the right operand of an until)
6     @rightsOfUntils = @rightsOfUntils ∪ {φ}
7   if (φ is a literal)
8     @literals = @literals ∪ {φ}
9   else if (φ = ¬µψ)
10      @toBeDone = @toBeDone ∪ {µ, ψ}
11     @quantifiers = @quantifiers ∪ {φ}
12     else if (φ = µ ∨ ψ)
13       create n1 & n2 as exact copies of this node
14       n1.toBeDone = n1.toBeDone ∪ {µ}
15       n2.toBeDone = n2.toBeDone ∪ {ψ}
16       return n2.expand(modelstate, n1.expand(modelstate, outputTrans))
17     ) else if (φ = µUψ) {
18       @untilsToSatisfy = @untilsToSatisfy ∪ {φ}
19       @toBeDone = @toBeDone ∪ ((µ ∧ Op) ∨ ψ)
20     ) else if (φ = ¬µψ)
21       @toBeDone = @toBeDone ∪ ((ψ ∧ Op) ∨ (µ ∧ ψ))
22     expand(modelstate, outputTrans)
23 }
```

Once the toBeDone field of a UbaState u is empty, it enters the finalization stage, wherein a new transition will be created, depicted in Listing 3. If there are no formulas in u.quantifiers, the destination of the newly created transition will be a UbaState. Otherwise, the destination will be a UbaQuantifierState.

In case u.quantifiers is empty, we will add u to #storedStates and use it as the destination of the transition, unless there is already a UbaState u’ in #storedStates such that u and u’ are equal (two UbaStates are equal if their next fields contain the same formulas), in which case, we will simply use u’ as the destination of the transition, without adding u to #storedStates. This ensures that no duplicate states are created. If no u’ is found to equal u, it is also necessary to build an unexpanded successor for u. All of the unexpanded
successor’s fields will be empty, except for its toBeDone field which will be set to $u$.next.

**Listing 3: The finalization method, used for UbaStates**

```java
1 public method finalize(modelState, outputTrans) = {
2   if (@quantifiers == 0) {
3     u' = find this in #storedStates
4     if (u' was found)
5       newTransition = new Transition(labels => @literals, destination => u')
6     else {
7       @unexpandedSuccessor = new UbaState
8       @unexpandedSuccessor.toBeDone = @next
9     }
10    #storedStates = #storedStates ∪ (this)
11   newTransition = new Transition(labels => @literals, destination => @this)
12   }
13   unacceptingSets = (unaccepting set of $μUψ | μUψ ∈ $UnitsToSatisfy and $ψ /∈ $rightsOfUs)
14   foreach unacceptingSet in unacceptingSets
15     unacceptingSet = unacceptingSet ∪ {newTransition}
16   else {
17     uqState = this state as a UbaQuantifierState
18     uqState.activeQuantifier = an arbitrary member of @quantifiers
19     q' = find uqState in #storedQuantifierStates
20     if (q' was found)
21       newTransition = new Transition(labels => ∅, destination => q')
22     else {
23       storedQuantifierStates = storedQuantifierStates ∪ (uqState)
24       newTransition = new Transition(labels => ∅, destination => uqState)
25     }
26   }
27   outputTrans = outputTrans ∪ {newTransition}
28   return outputTrans
29 }
```

Finally, it is necessary to add the transition to the unaccepting sets to which it must belong. Note that for formulas containing until modality (henceforth until formulas) ever encountered in the algorithm, we consider a corresponding unaccepting set to exist. As shown in the pseudo-code, the set of unaccepting sets this transition will belong to is the set of unaccepting sets corresponding to until formulas in $u$.unitsToSatisfy whose right hand operands do not exist in $u$.rightsOfUnits. This ensures that, in the constructed UTGBA, executions in which certain until formulas are never satisfied (i.e. the right operand of the until modality never occurs) will not be considered accepting executions.

Let us now consider the case when $u$.quantifiers contains formulas. In this case, the destination of the transition will be a UbaQuantifierState. Furthermore, it will not be necessary to include the transition in a set of unaccepting sets or to annotate the transition with a set of literals.

As the first step, a UbaQuantifierState version of $u$ will be created: all of the fields of $q$ are set to the values of their corresponding fields from $u$. Then, since $q$.quantifiers might contain more than one quantifier formula, an arbitrary member of $q$.quantifiers is chosen as the active, or main, quantifier of $q$. As will be shown in Section 4.2, it is this active quantifier formula that will be rewritten when the transitions method is invoked on $q$.

At this stage, similarly to the case of an empty $u$.quantifiers, it is necessary to ensure that no $q'$ in #storedQuantifierStates already exists such that $q$ and $q'$ are equal.

Two UbaQuantifier states, such as $q$ and $q'$ are considered equal, if their next, toBeDone, quantifiers, literals, untilsToSatisfy and rightsOfUntils fields are equal. If $q'$ is found, then $q$ is dropped and $q'$ is used as the destination of the transition. Otherwise, $q$ is added to #storedQuantifierStates and used as the destination.

## 5 PROOF OF CORRECTNESS

The proof in this section is based on [6]. Theorem 5.1 establishes the correctness of the LeeTL to UTGBA translation algorithm.

**Theorem 5.1.** UTGBA $u = (S, D, Δ, q_0, U)$ constructed for LeeTL formula $φ$ accepts exactly the same paths that satisfy $φ$.

**Proof.** Lemmas 5.5 and 5.10 prove the two directions of this theorem.

Let $t = (source, labels, dest) ∈ Δ$ be a transition, $modelState$ is its corresponding state in the state space of a system, and $s$ be the unexpandedSuccessor in whose finalize method is invoked. Then, in the following lemmas, $∇(t)$ denotes the value of $s$.processed at the moment $s$ begins the finalize method and is referred to as the nabla of $t$. Also, $labels(t)$ denotes labels, while next(t) denotes $dest$.next. Finally, recall that if $π = x_0x_1x_2...$ is a path, then $π_i$ denotes $x_ix_{i+1}x_{i+2}...$.

**Lemma 5.2.** If $e = t_0t_1t_2...$ is an execution of UTGBA $u$ and $μUψ ∈ ∇(t_0)$, then one of the following holds:

1. $∀i > 0 : \{μ, μUψ\} ⊆ ∇(t_i)$ and $ψ /∈ ∇(t_i)$
2. $∃j > 0 : ∀0 ≤ i < j : ψ ∈ ∇(t_i)$ and $μUψ ⊆ ∇(t_i)$

**Proof.** Immediately from the algorithm. (Specifically, refer to line 22 of Listing 1.)

In the above lemma, if $e$ is an accepting execution, then only the second case is possible. The first case, defines an execution in which after $μUψ$ is seen in the nabla of a transition $t$, $ψ$ is never seen. This causes all transitions occurring after $t$ to be in the unaccepting set $UμUψ ∈ U$ that corresponds to $μUψ$ (see lines 13 to 15 of listing 3). Thus, based on the definitions in Section 4.1.1, such an execution can not be accepting, and only the second case is possible.

Let transitions of the form $(q_0, l, d)$ of a UTGBA $u$, where $q_0$ is the initial state of $u$, be called the initial transitions of $u$.

**Lemma 5.3.** For each initial transition $t$ of the UTGBA created for the LeeTL formula $φ$, we have $φ ∈ ∇(t)$.

**Proof.** Immediately from line 4 of Listing 1.

Let $Ξ = \{l_0, l_1, ..., l_n\}$ be a set of literals, then $∧Ξ = l_0 ∧ l_1 ∧ ... ∧ l_n$. 

LEMMA 5.4. If \( e = t_0t_1t_2 \ldots \) is an execution of a UTGBA, that accepts \( \pi = x_0x_1x_2 \ldots \), then \( \pi \models \bigwedge \forall \forall t_0 \).

Proof. Using induction on the size of formulae we prove that for all formulae \( \phi \), if \( \phi \in \forall t_0 \), then \( \pi \models \phi \):

- In the base case we have \( \mu \models \forall t_0 \), where \( \mu \) is a literal. Then, according to the algorithm (line 10 of listing 1), \( \mu \in \text{labels}(t_0) \). But since \( \pi \) is accepted by \( e \), and by the definitions in section 3.1.1, \( \pi \models \mu \).
- If \( \mu \land \psi \in \forall t_0 \), then according to the algorithm (line 12 of listing 1) we have \( \{ \mu, \psi \} \in \forall t_0 \). Then, by the induction hypothesis \( \pi \models \mu \) and \( \pi \models \psi \), and thus \( \pi \models \mu \land \psi \). The cases for \( \mu \lor \psi \) are treated similarly.
- If \( \mu U \psi \in \forall t_0 \), then as mentioned before, we have:

\[
\exists j > 0: \forall 0 \leq i < j : \psi \in \forall t_j \land \{ \mu, \mu U \psi \} \subseteq \forall t_i
\]

But based on the induction hypothesis \( \pi_j \models \psi \) and \( \forall 0 \leq i < j : \pi_i \models \mu \). Therefore, based on the semantic definitions in section 3.2, \( \forall \forall t_0 \).

- If \( \phi = \forall u \in \text{DExp} \cdot \psi \) and \( \psi \in \forall t_0 \), then based on our algorithm, at some point in the creation of \( t_0 \), \( \phi \) has been rewritten as \( \phi_\forall \). The translation from \( \phi \) to \( \phi_\forall \) is done in accordance to the semantics given in Section 3: \( \phi_\forall \) will be either \( \text{true} \) or \( \psi \land \psi_1 \land \cdots \land \psi_n \). In the former case, automatically \( \pi \models \phi_\forall \) and, in the latter case, by the induction hypothesis we have \( \forall i \in \{0, 1, \ldots, n\} : \psi_i \models \psi \). Thus, \( \pi \models \phi_\forall \) and since \( \pi \) and \( \phi_\forall \) are equivalent, \( \pi \models \phi \).
- The case for \( \phi = \exists u \in \text{DExp} \cdot \psi \) and \( \psi \in \forall t_0 \) is similar to the above case. In this case, \( \phi = \mu_0 

\lor \mu_1 \lor \cdots \lor \mu_n \). (Note that \( \phi \) can not have been rewritten as false, since \( \pi \) was accepted by \( e \).) Then, according to the algorithm, \( \exists i \in \{0, 1, \ldots, n\} : \mu_i \models \mu \). By the induction hypothesis \( \pi \models \mu_i \). Thus, \( \pi \models \phi_\forall \).

\[
\left( \forall \forall t_0 \right) \iff \left( \exists j > 0 : \forall 0 \leq i < j : \psi \in \forall t_j \land \{ \mu, \mu U \psi \} \subseteq \forall t_i \right)
\]

\[
\left( \forall \forall t_0 \right) \iff \left( \exists j > 0 : \forall 0 \leq i < j : \psi \in \forall t_j \land \{ \mu, \mu U \psi \} \subseteq \forall t_i \right)
\]

Additional, if \( \pi \) is a path, such that \( \text{first} \pi \models \psi \) and \( \pi \models \bigwedge \forall \forall t_0 \), then \( \exists i \in \{0, 1, \ldots, n\} : \pi \models \left( \bigwedge \forall \forall t_i \land \bigwedge \forall \forall t_i \right) \) such that for each \( \mu U \psi \in \forall t_i \) with \( \pi \models \psi \), \( \psi \) is also in \( \forall t_i \).

Proof. The main claim is proven by induction on the algorithm using Lemma 5.6, while the additional claim is immediately evident from the algorithm, specifically line 24 of Listing 1, which causes \( t_i \) as required to exist.

LEMMA 5.8. If \( \pi \) is a path and \( t \) is a transition in UTGBA \( u \) such that \( \pi \models \left( \bigwedge \forall \forall t \land \bigwedge \forall \forall t \right) \), then \( u \) contains a transition \( t' \) following \( t \) (i.e. \( t \text{ destination} = \text{t' source} \)) such that \( \pi \models \left( \bigwedge \forall \forall t' \land \bigwedge \forall \forall t' \right) \). Furthermore, if \( \Gamma(t, \pi) = \{ \psi \mid \psi U \pi \in \forall t \text{ and } \phi \notin \forall t \} \), then there is specifically a transition \( t' \) following \( t \) that additionally satisfies that \( \Gamma(t, \pi) \subseteq \forall t' \).

Proof. In the execution of the finalize method that results in the creation of \( t = (s, l, d) \), the value of \( t \text{ destination.next} \) is assumed for \( t \text{ destination.unexpandedSuccessor.toBeDone} \) (line 8 of Listing 3). Since all transitions that follow \( t \) for model state \( \text{first} \pi \) (i.e. \( t_d \) (first(\pi))) are descendant transitions of the state which addressed by \( t \text{ destination.unexpandedSuccessor} \) for model state.
first(π₁), then according to Lemma 5.7, a transition following t, as required, exists. □

Lemma 5.9. If u is the UTGBA constructed for LeeTL property φ, q₀ is u’s initial state, and T(q₀(x)) denotes the set of outward transitions of q₀ for an arbitrary model state x, then the following holds:

φ ←→ x \( \bigvee_{t \in T(q₀(x))} (\bigwedge \nabla(t) \land \bigcirc \land \text{next}(t)) \)

Proof. According to the algorithm, q₀.next = φ. Therefore, in the finalization stage of q₀, q₀.unexpandedSuccessor.toBeDone is set to φ. Since T(q₀(x)) is the set of descendant transitions of q₀.unexpandedSuccessor for model state x, Lemma 5.7 guarantees the correctness of this lemma. □

Lemma 5.10. If u is the UTGBA constructed for LeeTL property φ, π is a path such that π |= φ, then there is an execution e in u that accepts π.

Proof. First, π |= \( \bigvee_{t \in T} (\bigwedge \nabla(t) \land \bigcirc \land \text{next}(t)) \) is true based on Lemma 5.9, where T = T(q₀(first(π))) and q₀ is the initial state of u. Also, \( \exists t \in T : \pi |= (\bigwedge \nabla(t) \land \bigcirc \land \text{next}(t)) \) such that for each \( \mu \psi \in \nabla(t) \) with \( \pi |= \psi \), \( \psi \) is also in \( \nabla(t) \). Next, successors of t in e can be constructed by repeatedly choosing successive transitions in u using Lemma 5.8. Thus, a transition \( t_{i+1} \) following the current transition \( t_i \) in u is chosen, such that if \( \pi_i \) satisfies \( (\bigwedge \nabla(t_i) \land \bigcirc \land \text{next}(t_i)) \), then \( \pi_{i+1} \) satisfies formula \( (\bigwedge \nabla(t_{i+1}) \land \bigcirc \land \text{next}(t_{i+1})) \), and specifically, \( \Gamma(t_i, \pi_i) \subseteq \nabla(t_{i+1}) \). In the case where there exists a \( \mu \psi \) in \( \nabla(t_i) \) with \( \pi_i \models \psi \) and \( \pi_{i+1} \models \psi \), since \( \pi_i \models \mu \psi \), there must be a minimal \( j > i \) such that \( \pi_j \models \psi \). However, according to Lemma 5.2, the \( \mu \psi \) formula is propagated into all successive transitions of \( t_i \), until \( \psi \in \nabla(t_j) \). Thus, \( t_j \) can be chosen such that \( \psi \in \nabla(t_j) \). □

6 EXPERIMENTAL RESULTS

We developed a case study in two different sizes and model checked it against different properties to illustrate how effectively the proposed approach works. Note that based on the discussions in the related work section, we omitted comparison between the result of this work with the other existing model checking toolset as none of them fulfill the requirements of dynamic Rebeca models and LeeTL expression.

The developed case study for the comparisons of this paper is a special implementation of the leader-election problem using the extended version of Rebeca Language. Rebeca, is an operational interpretation of the actor model with formal semantics, supported by model checking tools [16]. Rebeca is designed to bridge the gap between formal methods and software engineering. The formal semantics of Rebeca is a solid basis for its formal verification. Compositional and modular verification, abstraction, symmetry and partial-order reduction have been investigated for verifying Rebeca models. The theory underlying these verification methods is already established and is embodied in verification tools [12, 13, 15, 16].

The implemented leader-election model contains only one type of actor which models the behavior of a node in a network. Different nodes of the model are instantiated from this type. A node has a unique identifier and the goal of the problem is finding a leader node which has the biggest identifier. In this extension of the model, communication among nodes takes place by broadcasting.

Using \( p_1 : \forall i \in \text{Node} \cdot \forall j \in \text{Node} \cdot (i \neq j \land i.isLeader \rightarrow \lnot j.isLeader) \) we addressed that there is at most one leader in each moment of the system. With the second one, \( p_2 : \Box \forall n \in \text{Node} \cdot n.isLeader \) we make sure that there is at least one leader in the model. So, combining \( p_1 \) and \( p_2 \) results in having exactly one leader in the model. Using \( p_3 : \Box \forall i \in \text{Node} \cdot \forall j \in \text{Node}(j.id > i.id \land j.isLeader) \rightarrow \lnot j.isLeader \) we addressed how leader is changed during the execution of the model and by \( p_4 : \Box \forall i \in \text{Node} \cdot \forall j \in \text{Node}(i \neq j \land j.isLeader \land (\lnot j.isLeader)) \rightarrow j.id > i.id \) we make sure than none of the nodes can push the leader to resign.

We developed BlueGrass as a toolset for the model checking of Rebeca models with dynamic creation feature. LeeTL formulas together with the Rebeca models are fed into BlueGrass and the model checking results are reported as its output. The source code of the model is accessible from http://bitbucket.org/pouria_mellati/bluegrassmodelchecker. The result of using BlueGrass for the model checking of the leader-election problem against the four mentioned properties is present in Table 1.

7 RELATED WORKS

We are aware of two works that have previously attempted to enable quantification over model objects in LTL.

Corbett et. al. in [3] propose Bandera Specification Language (BSL) for model checking of Java source codes. BSL provides a mechanism for defining universal quantifications over instances of classes. This was deemed necessary by the authors of BSL, since, objects are created dynamically in Java programs. The support for quantifications in BSL is implemented in two steps (we consider the case where only one quantification variable is used, though more are possible in BSL):

1. A statement is injected into the constructor of each class, that will, non-deterministically, either do nothing or do the following: flag the quantification variable as bound and bind the variable to the instance that is being created.

2. A given quantification in the form of \( \forall o \in \text{Class} \cdot \text{predicate}(o) \) is translated to \( \lnot \exists \text{bound} \cdot \text{bound} \land \text{predicate}(o) \).

The above steps taken together make up the semantics of universal quantification in BSL. The difference between the work of [3] and LeeTL is in their formula semantics. For example, formula \( \forall o \in \text{Class} \cdot \text{predicate}(o) \) in BSL is interpreted as for each object \( o \) of type \text{Class} ever created, \( \text{predicate}(o) \) must hold at the time of creation of \( o \); however, a similar formula \( \forall o \in \text{Class} \cdot \text{predicate}(o) \) indicates that for each object \( o \) of type \text{Class} that exists at this state, \( \text{predicate}(o) \) must hold at this state, based on the semantics of LeeTL. This way, the quantifiers of BSL only hold meaning when used at the very beginnings of formulas (this is also reflected in the syntactic specification of BSL). As a result the quantifiers of BSL are less expressive than those of LeeTL’s. For instance, it is impossible to express LeeTL formula \( \forall p \in \text{Person} \cdot p.isHappy \) using quantifiers.
of BSL. However, having less expressive property specification language results in reducing time consumption of the model checking in comparison with the approach of this paper.

Distefano et. al. in [5] proposed a temporal logic that enables the specification of properties concerning the allocation and deallocation of entities and the values to which these entities may point. Inspired by OCL, the logic also supports quantification over entities. They also provided a model checking algorithm for NAIITL. The main draw-back of this work was reporting false counter-examples.

The authors, argue that the problem is not necessarily inherent in NAIITL. An advantage of our work over NAIITL is that, with NAIITL, properties need to be checked against a certain type of automata, called HABA. This way, it is necessary for the semantics of modeling languages to be defined in terms of HABA. Even with the required semantics, converting models into HABA is not a straightforward task as certain issues must be avoided by adopting work-arounds including so called "duplication" and "stretching". Furthermore, the model checking algorithm needs to be adjusted to support HABA and NAIITL. In contrast, the only requirement imposed by our work is the ability of performing query over the set of active objects of states.

A major strength of NAIITL and HABA is that in some cases HABA can be used for modeling of systems in which an infinite number of objects, using finite automata. This way, infinite state space of these types of systems can be model checked using finite automata. Our work does not support this feature.

In addition to these works, there are some attempts at using LTL like properties for programs and models with dynamic object creation. Iosif and Sisto in [11] proposed a notation for property specification in Java codes. Although their approach is developed for Java and Java supports dynamic object creation, their proposed syntax and semantics does not support object creations. Instead, they proposed writing precondition/postcondition like properties for methods of objects to examine properties of created objects.

There is also work on enriching LTL with existential and universal variable quantifiers, proposed by Song and Wu in [17]. From the syntax point of view, this work is very close to LeeTL. However, authors addressed variables with infinite values using existential and universal variable quantifiers not the objects of the model, as we did in LeeTL. Using the same approach, Ziemann et. al. in [18] combined OCL and CTL to propose a new specification language for object oriented programs. Although their approach covers a wide range of property specification requirements, they did not propose a model checking algorithm for it.

8 CONCLUSION

In this paper, we propose LeeTL, a new temporal logic that supports quantifications over model objects. Currently, support for both of the modeling and property specification of dynamic object-based systems, i.e. those in which, during the execution of the system (dynamically), new objects are created or the web of relationships between actors is manipulated, is less than satisfactory. Using LeeTL, it is also possible to traverse the web of references between objects to access to specific variables during property specification. To this end, we defined a semantic framework for the state spaces which must be supported by them to be able to model checked against LeeTL formulas. Given an LeeTL formula, we showed that who Unaccepting Transition-based Generalized Büchi Automaton is created and how the existing Büchi automata based model checking toolsets is used to support LeeTL model checking.

We also extended the model checking toolset of Rebeca to support LeeTL to illustrate the applicability of this approach. To this end, we extended Rebeca Language to support dynamic object creation and we implemented some case studies using the new features. As a result, beside providing support for realtime and probabilistic models, a modeler can use Rebeca family toolset to develop his actor-based models which have dynamic behaviors.
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Table 1: Comparing the size of the state space and time consumption in different case studies

<table>
<thead>
<tr>
<th>Prop</th>
<th>Nodes’ Ids</th>
<th>Time (sec)</th>
<th>Model States</th>
<th>BA States</th>
<th>Product States</th>
</tr>
</thead>
<tbody>
<tr>
<td>p1</td>
<td>[4, -23, 44]</td>
<td>1 sec</td>
<td>873</td>
<td>2</td>
<td>873</td>
</tr>
<tr>
<td></td>
<td>[4, -23, 44, 100]</td>
<td>1.3 min</td>
<td>360K</td>
<td>2</td>
<td>360K</td>
</tr>
<tr>
<td>p2</td>
<td>[4, -23, 44]</td>
<td>1 sec</td>
<td>873</td>
<td>3</td>
<td>1.2K</td>
</tr>
<tr>
<td></td>
<td>[4, -23, 44, 100]</td>
<td>1.5 min</td>
<td>360K</td>
<td>3</td>
<td>574K</td>
</tr>
<tr>
<td>p3</td>
<td>[4, -23, 44]</td>
<td>1 sec</td>
<td>873</td>
<td>5</td>
<td>1.1K</td>
</tr>
<tr>
<td></td>
<td>[4, -23, 44, 100]</td>
<td>2.3 mins</td>
<td>360K</td>
<td>6</td>
<td>400K</td>
</tr>
<tr>
<td>p4</td>
<td>[4, -23, 44]</td>
<td>2 secs</td>
<td>873</td>
<td>16</td>
<td>2.1K</td>
</tr>
<tr>
<td></td>
<td>[4, -23, 44, 100]</td>
<td>3 mins</td>
<td>360K</td>
<td>25</td>
<td>1.2M</td>
</tr>
</tbody>
</table>


